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Introduction

i.e., community detection (CD)
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Figure: Temporal graph snapshots (left) combined in a static graph (right).

Introduction



● One of the oldest and most debated topics in Network Science

● Multidisciplinary history, with contributions from “hard” and “soft” sciences

● Multiple applications: recommendation systems, route planning and traffic control,

social network analysis, wildfire detection, fraud detection + many others
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Why community detection matters?



● The first models for this task were based on the Ising model (large ongoing influence)

● Many other models introduced since then:

○ Optimization-based (modularity)

○ Statistical inference (SBM)

○ Matrix factorization (NMF)

○ Label and belief propagation (LP/BP)

● Non-Euclidean data: traditional ML-based approaches do not promptly work to learn on them
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Algorithmic approaches



● Renewed interest in neural approaches, i.e., graph representation learning

● First models relied on “shallow” encoders:

○ DeepWalk (Perozzi et al., 2014)

○ Node2Vec (Grover et al., 2016)

● More recently: graph neural network-based

models introduced for “deep” node clustering’

____________
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Algorithmic  Neural approaches

Figure: Levels of prediction of a Graph Neural Network (Leskovec et al., 2024)



● Algorithmic and neural solutions for CD are both still researched at large

● However, most models - especially GNNs - are designed for static graph learning

● In the real world, networks are rarely fixed and continuously evolve over time instead

So we asked ourselves:

How well do neural approaches for CD in temporal graphs

perform when compared to more established methods?

What about nowadays?
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● We performed an evaluation of 8 models on 6 real-world datasets of various scales.

● TGC (Liu et al., 2024): the only GNN introduced for temporal node clustering so far

An experimental evaluation
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Tables 1 and 2: Models (algorithms, “shallow” encoders, graph neural networks) and datasets considered for evaluation.



● First we obtained node embeddings using each selected model/algorithm function.

● We then used K-Means to compare their performance and separability of embeddings.

Our methodology
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Figure: Temporal graph snapshots, node embeddings (middle), obtained clusters (right).
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Table 3: Results comparison. Best results in bold,
second best in italic, and highest mean values underlined.

Transductive evaluation



3rd Graph Neural Networking Workshop (GNNet ’24) 12/22

Table 3: Results comparison. Best results in bold,
second best in italic, and highest mean values underlined.Best results with TGC.

Transductive evaluation



Table 3: Results comparison. Best results in bold,
second best in italic, and highest mean values underlined.Best results with TGC.

3rd Graph Neural Networking Workshop (GNNet ’24) 13/22

TGC comparable to N2V.

Transductive evaluation



Table 3: Results comparison. Best results in bold,
second best in italic, and highest mean values underlined.

Methods outperforming TGC.

Best results with TGC.
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TGC comparable to N2V.

Transductive evaluation



● Most GNNs for CD are evaluated in a transductive learning setting only

● This is mostly due to a lack of datasets for the task

○ Temporal graph data

○ With node-level features

○ With community ground truths

● According to some authors, this restricts evaluation to an “overfitting competition”

Transductive vs. inductive
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Transductive split. Inductive split.
Training set.
Validation set.
Test set. Figure: Graph learning settings and node-level splits.

Transductive vs. inductive



● We therefore were interested in expanding our evaluation to an inductive setting,

but this was only possible for a single dataset we constructed from PubMed data:

● Since the node features for the other datasets we used were obtained by the original

authors by pretraining with Node2Vec, we could not prevent information leakage for them

Transductive vs. inductive
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Table 4: Results comparison for inductive learning setting.
Best results in bold, second best in italic, and highest mean values underlined.



● GNNs yielded the best possible results only on one out of six datasets here evaluated

 

● There is still a large room for improvements on neural methods for community detection

 

● Although useful for many tasks, they are still not the de-facto state of the art for this task

● We need more research: more datasets, models, and interest in neural community detection

○ Especially in attributed temporal graphs, due to the detectability threshold of communities

Results breakdown
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● Research opportunities: network scientists and ML researchers both agree that the 

detectability threshold of communities can be improved by exploiting temporality/features

 

● A GNN-based model may be one of the best candidates for this goal!

● Such a model would likely benefit many real-world applications, ranging from e-commerce to 

environmental studies, from traffic prediction to research in social network dynamics.

● We aim to continue with our research in this direction, especially for inductive learning

Concluding remarks

3rd Graph Neural Networking Workshop (GNNet ’24) 19/22



3rd Graph Neural Networking Workshop (GNNet ’24) 20/22

● Experimental evaluation of algorithmic and neural node clustering methods

(8 models, 6 real-world datasets, transductive + inductive learning when possible)

● PubMedTemporal: newly released temporal edge data and node-level temporal 

split (available from Zenodo/GitHub and soon from within                                       )

● Code reproducibility: available from GitHub to foster further research in the area

Summary: Our contributions
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Code repository:

github.com/nelsonaloysio/gnnet24
nelson.reis@phd.unipi.it        nelsonaloysio
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